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Abstract

We present preliminary results on dynamic self-adaptation of streaming networks of concurrent programs (called boxes) to the underlying hardware platform. The monitoring subsystem gathers on-line measurements on the performance of individual boxes and uses the measurements to construct (and improve) performance models of the boxes. Ideally, the models accurately predict the running time of boxes in their next invocations in stream processing. Hence, they can be used by a mapper to optimize the distribution of the limited system resources – processor cores – to the boxes.

Categories and Subject Descriptors C.4 [Performance of systems]: Modelling techniques
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1. Introduction

Contemporary and future compute platforms can deliver massive raw performance, however, the problem is that each platform typically requires an application to be structured and optimized in a different way to take advantage of the hardware potential. Even if we constrain ourselves to just many/multi-core homogeneous general-purpose processor systems the prospect of fine-tuning a large concurrent application to a given hardware configuration (number of nodes, network topology, memory hierarchy) is daunting at the first thought, and impossible at the second when we realize that the effective hardware configuration may change dynamically at runtime due to frequency/voltage scaling of the cores (energy and heat management) and fault-tolerance (cores going temporarily or permanently off-line).

This paper is based on the work carried out during the EU-funded project ADVANCE (IST-248828) [5]. The goals are two-fold. The first is to create a tool-chain that integrates three otherwise independent technologies: SAC, S-NET, and SVP. These technologies are briefly described in Section 2.

The second goal of the project is to research and implement methods for dynamic on-line adaptation of concurrent programs (called ‘boxes’) to the underlying hardware platform. The idea is to use a light-weight monitoring system to gather performance and other data about the execution of programs in the streaming data-flow S-NET network. At the same time the application developer may supply performance annotations, or ‘hints’, to express various extra-functional properties of the concurrent programs. The measured data and the annotation would be analysed by a statistical framework and processed by a machine learning system to devise a complex model of the system. The model could be in turn used by a mapper to optimize the resource distribution.

2. Infrastructure

2.1 SAC – Single Assignment C

The Single Assignment C (SAC) [3] is a strict, purely functional programming language that combines the syntax of C with a high-level support for array programming. The language treats all variables as n-dimensional arrays, and provides overloaded operators and standard library functions to manipulate them. The compiler is geared towards high efficiency of the generated code. Essential SAC features such as call-by-value parameter passing for arrays, fully automatic memory management, architecture-agnostic programming and fully automatic parallelisation for different architectures set SAC apart from most other array-oriented languages.

2.2 S-NET

S-NET [4] is a declarative coordination language for describing streaming networks of asynchronous components. Streaming networks are defined using an expression language featuring four network combinators as operators: serial composition, parallel composition, serial replication and parallel replication. With the exception of serial composition, the combinators come in two flavours each: the deterministic versions preserve the order of data on streams, whereas non-deterministic variants trade this property for improved throughput. Two primitive components serve housekeeping and synchronisation purposes. Streams are associated with record types: collections of data where each item is uniquely identified by its name. Structural subtyping on records directs the flow of data through the streaming network.

2.3 SVP – System Virtualization Platform

The System Virtualization Platform (SVP) [1] is a hardware virtualization layer used in the ADVANCE project. The purpose is the separation of concerns between the expression of concurrency in the application source code, and the optimal concurrency granularity of the target platform. Without this separation the application developer would be forced to code using the granularity of the platform, making the code not portable to different target platforms.
2.4 CAL – Performance Annotations

The Constraint Aggregation Language (CAL) [6] allows us to write a set of behaviour assertions for each system component, each of which is guarded by some context condition. We use annotations at the component level to reason about the behaviour of the system at the coordination level.

S-Net components respond to a single input message with zero, one or more output messages, with both the input and the output using a single channel. Since an output message of one component becomes an input message of another, implicative predicates can be chained over connection primitives to aggregate functional constraints over the whole system.

2.5 LPEL – Lightweight Parallel Execution Layer

The Lightweight Parallel Execution Layer (LPEL) is a user-space threading library for co-operative execution of tasks on workers. The fundamental requirement is an efficient scheduling and execution of a huge number of dynamically created tasks, often short-lived, onto a fixed set of processor cores. The processors cores are represented by workers that are implemented by standard POSIX threads, pinned to individual processors in the system to improve cache locality and ensure predictable execution.

The LPEL layer provides a dynamic stream primitive for task communication. The advantage is that LPEL streams are exposed to the task scheduler and the higher layers, therefore they can be used to reason about task dependencies.

Finally, the LPEL layer provides cheap monitoring services for gathering performance data of individual tasks and streams. The performance measurements are available at run-time for statistical analysis and dynamic adaptation services, and can also be stored in a file for off-line analysis.

2.6 Automatic parallelization in SAC

The SAC compiler can generate multithreaded parallel code executable on common shared-memory Unix-based systems [2]. The compiler exploits massive data parallelism in the implicit array operations of the language.

In SAC the basic building block (not only) for parallel execution is a with-loop. A with-loop describes input/output arrays, an index space, and a code block that is executed independently for each point in the index space. The compiler optimization passes will first merge (fuse) with-loops in the source code to enlarge the granularity of the parallel block. Then the index space is partitioned, usually along the outer dimensions, into independent work-tasks.

At runtime the work-tasks are put into a pool (if dynamic scheduler is used) and then they are executed concurrently by SAC bees. A worker bee is an abstraction layer in the SAC runtime that represents a compute resource, i.e. a processor. In practice, worker bees are implemented by POSIX threads when the program was compiled as a stand-alone application, or by LPEL tasks if the program was compiled for the S-NET environment. There is always a 1:1 mapping of bees to the underlying execution entities, i.e. to the POSIX threads or LPEL tasks.

An important feature is that worker bees are persistent across the whole run-time of the SAC application. The user can choose the number of bees at the program command line, hence allocating the given number of processor cores of the system to the application. Sequential parts of the application are executed by the queen bee (the main program thread) and the other (slave) bees lay dormant. Parallel parts are executed concurrently by all bees of the application. The compiler ensures that there is no nesting of the parallel mode.

3. Box performance modelling

Figure 2 shows our optimization loop. At the bottom there is an execution layer that transports records over S-NET streams and runs the boxes. Above it the performance tuning layer taps into the execution layer to obtain predictive hints for the expected complexity of the next input record. The hints are combined in a mapper with the dynamic performance model of the box to optimize the execution towards a specific goal, such as latency, throughput, or energy consumption. Global mappers can consider models of many boxes. The execution in a box is monitored and the measurements are used to improve the performance model of the box.

3.1 Definition

Performance model of a box is function $\tau$:

$$\tau(\pi)(\alpha, f(x))$$

(1)

where $\pi$ are model parameters, $p$ is the number of cores, $x$ is an input record, and $f(x)$ is an optional user-supplied predictor function, $f : X \rightarrow \mathbb{R}$, that evaluates the next input record and predicts its compute complexity. The function $\tau$ estimates the box running time (in seconds) for the given number of cores and the input record.

3.2 Amdahl’s law

The inverse speed-up $S$ of a program code is limited by Amdahl’s law:

$$S(\alpha, p) = \frac{\alpha}{p} + 1 - \alpha$$

(2)

where $\alpha$ is the fraction of the program that is parallel, and $p$ is the number of processor cores.
3.3 Basic constant workload model (record-independent)

The constant workload model is adequate for boxes that exhibit constant work-load in response to every input record. This basic model ignores record types as the \( f(x) \) is missing. The performance model \( T_{SEQ}(\alpha) \) is directly derived from Amdahl’s law:

\[
\tau(T_{SEQ},\alpha)(p) = T_{SEQ} \cdot S(\alpha, p) = T_{SEQ} \cdot \left( \frac{\alpha}{p} + 1 - \alpha \right) \tag{3}
\]

where \( T_{SEQ} \) is the sequential time (in seconds) when only a single-core is used, and \( \alpha \) is the fraction of the program that is parallel.

3.4 Sequential time estimation

Using CAL annotations the application programmer may specify a predictor function \( f(x) \) that estimates the sequential run-time (i.e. compute intensity) that a given record \( x \) will incur in the associated box. Thus, \( T_{SEQ} \) is re-defined as a function:

\[
T_{SEQ}(x) = f(x) \cdot \beta + \gamma \tag{4}
\]

The predictor function \( f(x) \) is meant to be specified using the big-O notation, hence the auxiliary parameters \( \beta, \gamma \) are needed for proper re-scaling. As an example consider a box with sequential run-time proportional to \( O(n^3) \). The predictor will be \( f(x) = n^3 \), where \( n \) is extracted from \( x \) in an application-specific way, and the estimator is \( T_{SEQ}(x) = \beta \cdot n^3 + \gamma \). The lower-order terms \( (n^2 \text{ and } n) \) are ignored.

By substituting Eq. 4 into Eq. 3 we get an improved \( \tau(\alpha, \beta, \gamma)(p, f(x)) = (f(x) \cdot \beta + \gamma) \cdot \left( \frac{\alpha}{p} + 1 - \alpha \right) \) (5)

3.5 Parameter extraction

Model parameters \( \pi \) are extracted from real-time measurements and observations in the running system. The parameters of the basic constant (record-independent) model in Eq. 3 can be estimated from two measurements:

\[
\{(p_1, t_1), \quad (p_2, t_2)\} \tag{6}
\]

and:

\[
p_1 \neq p_2 \tag{7}
\]

where \( p_i \) is the number of cores (the independent variable), and \( t_i \) is the observed running time of the box in seconds. From these the \( \alpha \) and \( T_{SEQ} \) parameters are computed:

\[
\alpha = \frac{p_1 p_2 (1 - \frac{t_1}{t_2})}{t_1 p_1 (1 - p_2) - p_2 (1 - p_1)} \tag{9}
\]

\[
T_{SEQ} = \frac{t_1}{\alpha p_1 + 1 - \alpha} \tag{10}
\]

In the improved record-dependent model in Eq. 5 the extraction of parameters is slightly more elaborate. Given three observations in the form \( (p, f(x), t) \):

\[
\{(1, f(x_1), t_1), \quad (1, f(x_2), t_2), \quad (p_3, f(x_3), t_3)\} \tag{11}
\]

and:

\[
f(x_1) \neq f(x_2) \land p_3 \neq 1 \tag{12}
\]

we can directly compute \( \beta, \gamma, \alpha \):

\[
\beta = \frac{t_2 - t_1}{f(x_2) - f(x_1)} \tag{15}
\]

\[
\gamma = t_1 - \beta f(x_1) \tag{16}
\]

\[
\alpha = \frac{p_1 p_2 (1 - \frac{t_1}{t_2})}{t_1 T_{SEQ}(x_2) + t_2 T_{SEQ}(x_3)p_1 (1 - p_2) - p_2 (1 - p_1)} \tag{17}
\]

For an unsuitable set of observations (e.g. \( f(x_1) = f(x_2) \)) we may begin with the simpler constant workload model, and upgrade to the improved model only after acquiring a more diverse set of measurements.

3.6 Discretization and a zone-based estimator

A complementary approach to the model construction is a discretization of the continuous parameter space of the \( f(x) \) predictor(s) into a set of non-overlapping ranges or zones. An independent model could be constructed in each zone. This way different models could be combined to more accurately predict the performance of a complex box or even a sub-network. However, it is clear that automated construction of such combined models will require more advanced statistical techniques than presented in this paper, and it is left as a future work.

4. Network performance models

We consider here only a serial composition of boxes (a pipeline):

\[
\begin{array}{c}
A \longrightarrow B \longrightarrow C
\end{array}
\]

Throughput \( \phi \) of a simple (non-replicated) box is an inverse of its latency:

\[
\phi = \frac{1}{\tau} \tag{18}
\]

The total latency \( \tau_s \) [s] of a serial composition of boxes is the sum of individual latencies; the total throughput \( \phi_s \) [1/s] is equal to the smallest throughput in the pipeline:

\[
\tau_s = \sum \tau_i \tag{19}
\]

\[
\phi_s = \text{Min} \{ \phi_i \} \tag{20}
\]

The pipeline can be optimized for minimal latency or maximal throughput. The global constrain is usually the total number of processor cores. In our analysis we assume the system is running steady-state.

5. Experiments

5.1 Set-up

Figure 3 shows the experimental set-up. The experimental system runs in a loop. Each iteration consists of the following tasks:

1. Getting the prediction \( f(x) \) (if available) from the next input record in the queue.
2. Computing the optimal mapping of boxes to processors using the box performance models and the \( f(x) \) prediction.
3. Running the boxes.
4. Reading and parsing the box measurements from log files.
5. Updating the box models based on the latest measurements.

In the centre of the figure there is a serial S-Net pipeline of three boxes (A, B, C). The boxes are artificial workloads implemented in the SAC language. Real SAC, S-Net and LPEL runtime systems are used as the infrastructure and for real-time measurements, however, the analysis and mapping subprograms described in this paper were implemented in an external Perl script.

The test-bench boxes A, B, and C in Figure 3 are artificial workload emulators written in the SAC language. Their source code is in
5.2 Experimental box configurations

Table 1 shows the hidden configuration of work-loads the boxes will emulate in run-time. The $\alpha$ parameter is constant for each box over all iterations. We have chosen the box A to be fully sequential ($\alpha = 0$), box B half-parallel ($\alpha = 0.5$), and box C to be fully-parallel ($\alpha = 1.0$). The base work-loads $\bar{w}$ of the boxes are varied over time as shown in the table to simulates different compute complexities of records in real S-Net system.

5.3 Model construction

We construct the initial performance models of the boxes by handling the first two records (iterations) as a special case. We initially assume that all boxes can be represented by the constant-workload model (Eq. 3). Each box is given one core for the first record, and two cores for the second record. From these two initial measurements (not shown in the tables and plots) the base constant-workload models can be extracted using Eq. 9, 10.

The artificial workloads enable us to test the system under different conditions. Of course, the a-priory parameters of the emulated workloads are not used in the model construction. As the base work-load is specified in ad-hoc work-unit. The sequential part $(1 - \bar{\alpha})$ of the work-load is emulated in the $\text{run}_\text{seq()}$ function by a for-loop. The parallel fraction $(\alpha)$ is emulated in $\text{run}_\text{par()}$ by the parallel with-loop. The SAC compiler will automatically distribute the with-loop to available cores.

The hardware configuration of the experimental system was 8 core Intel Xeon CPU E5506 @ 2.13GHz, 4MB cache size, 12GB main memory, running 64-bit CentOS 6.3.
Figure 5. Experimental results. Colours: red = box A; green = box B; blue = box C.
and γ parameters (plots c, d) are undefined. In the second and third phases the $T_{SEQ}$ parameter is undefined because the system uses the improved ($α, β, γ$) model.

Plot (e) on the right hand side of the figure shows the expected running time of the boxes as predicted by the models, and plot (f) shows the actual observed time in seconds. Prediction error of the models is in plot (g). The error is the worst in the fifth iteration because at the time the box configuration has been abruptly changed (cf. Table 1). The system adapts in step 6 by switching away from the constant-workload models to the improved models.

### 5.4 Mapping to cores

Mapping is a separate problem to the model construction. In our setting it means allocating processor cores to individual boxes. There are two basic strategies: to minimize box latency, or to maximize total throughput. As there are only 8 cores and 3 boxes in our experimental system, we simply generate all possible assignments of processor cores to individual boxes.

### 5.5 Results and discussion

The prediction error (Figure 5 (g)) is close to zero for all three boxes, except during the fifth iteration when we demonstrate the capacity to adapt the models themselves in response to the availability of the prediction data $f(x)$.

An interesting data point is the iteration No. 10 when we have changed the emulate box workloads again (see Table 1). However, this time the models were able to accurately reflect new running times thanks to the prediction data $f(x)$.

One possible objection to our experimental set-up is that we assume that the parallel fraction α is constant in each box even when the work-load is varied. We make this simplifying assumption because the usual SAC applications (such as image processing) tend to be regular and highly data-parallel. Moreover, it is not clear if the same approach we have used in the $T_{SEQ}$ estimator in Eq. 4, i.e. the use of the big-O notation for the $f(x)$ predictor and the $β, γ$ parameters for its re-scaling, applied to an α estimator, would be transparent and intuitive for the system developer.

### 6. Conclusion

The presented preliminary results are encouraging. We have used two relatively straight-forward analytical performance models based on Amdahl’s law to predict execution times of function boxes in S-NET streaming networks. Free parameters of the models are extracted at run-time from the on-line performance measurements. The models can be augmented by application-level ‘hints’ in the form of predictor functions that account for the varying compute complexities of individual data records flowing in the network.

Our approach is enabled by three key technologies: (a) the capacity of the SAC language to execute the data-parallel code in a run-time configurable number of cores; (b) the data-flow nature of the S-NET system that has a handle on the repetitive ‘firing’ of the boxes; (c) the SVP hardware abstraction layer along with the LPEL threading library that provides the monitoring and scheduling services.

## Acknowledgments

This work has been supported by EU-funded FP-7 project "Asynchronous and Dynamic Virtualization through performance ANalysis to support Concurrency Engineering (ADVANCE)" under contract no IST-248828.

## References


